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|. Introduction

Thisis the user manual for the EXAFS data editing program. This program,

written in LabVIEW, provides the tools needed to go from raw data to a 2-column plot of

signal vs. energy. It includes the following functions:

1.

Data input. At present, it reads only the ASCII format designed for Beamline
10.3.2. Thisformat is a simple, multi-column ASCII layout with a header, so it
should be easy to convert from other formats.

Data output. After processing the data, the program will write either 10.3.2 multi-
column output or 2-column. The latter is suitable for input into most EXAFS
analysis programs. It also writes'HEXAFS which is a 2-column file with a small
header required by the programs used by a certain prominent user.

Averaging. Since asingle scan israrely good enough, the program lets you
‘stack’ or average multiple scans. The counts and the times in each channel are
added up. If the grid of energies don’'t match, the data are interpolated. The files
included in the sum are listed. You can clear the average (remove all files).
Inspection. Y oucan plot up any sum of scalers, the ratio of any sum of scalersto
any other sum, or the natural log of any such quantity. The LabVIEW native
graph tools let you zoom in on any part of the data. For more information about
LabVIEW conventions and graph tools, see the note Common LabVIEW

Conventions.



Y ou can aso define alinear background which is subtracted from the displayed
data. Thisdoesn't affect the datain memory, but just lets you look at sloping data
more closely. This background can be toggled on and off. Y ou can either define
the background line by choosing two points with cursors, or you can pick a data
range and et the program run a best-fit line through the data.

There is also atab for noise analysis, in which one selects a smooth part of
the data, runs a polynomia through it, then expresses the amount of residual in
terms of an effective number of counts, much like the Measurement panelin
the EXAFS data-taking program.

Deletion and truncation. Y ou can set cursors on the graph and then remove the
data between the cursors or the data outside the range of the cursors. The
program offers two kinds of deletion. One of these is the simple removal of data
points. The problem with this method is that if you're averaging files, you could
make a gap in the data which isn't filled in by the other files you enter.
Therefore, the default mode is to assign the ‘bad’ points a vanishingly small count
time. Thus, if some other file being averaged in has good data in that range, the
interpolation will work without trouble and the ‘bad’ datawill be effectively
ignored.

Glitch removal. Instead of removing points corrupted by monochromator or
Bragg glitches, you can ‘smooth’ over them. In this sub-program, four cursors
appear on the graph. Call them cursors 0 through 3 in order from left to right. A
cubic polynomial isfit to the data between cursors 0 and 3, ignoring the points

between cursors 1 and 2 (the inner pair, where the glitch is). A separate



polynomial is used for each scaler channel. The data between cursors 2 and 3 are
fit to the same polynomial as that between O and 1. The data between cursors 1
and 2 are replaced by the fit. This process happens interactively in that you can
move the cursors around and see the replacement data change.

There is another, similar form of glitch removal, intended for use with multi-
element detectors in which one element may receive a Bragg beam from the
sample for afew eV of the scan. In this method, you define the other, un-
corrupted scalers as reference scalers. The program then does a cubic fit to the
ratio of the values of the glitched scalers to the reference ones. In the glitched
areas, the data for the glitched scalers are replaced by the product of the fit and
the sum of reference scalers. Thus, instead of fitting EXAFS wiggles, you fit a
slowly varying ratio of counting efficiencies between channels.

Jump removal. Every so often, the beam moves or some other effect causes a
discontinuous change in the sensitivity of one or more detectors. The result is that
the data has a jump in one or more scalers. To fix this, you can use a variant of
the glitch-removal process. You till get the four cursors, but this time, the data
between cursors 0 and 3 are fit to a cubic times a step function whose value is 1
on the left side and an unknown constant on the right. This additional free
parameter describes the amount of the jJump. If it were 1, there would be no jump.
The data past cursor 2, all the way out to the end of the data set, are then divided
by that jump factor.

Deadtime correction. Thisis used with pulse-counting detectors in which a high

count rate causes a decrease in counting efficiency. Typically, this detector would



be one or all of the elementsin the 7-element Ge detector. Suppose for instance
that you are looking at one element of the detector. The counts you're interested
in will be those coming in within a certain range of energies (pulse heights). To
do deadtime correction, you would also record a channel which includes all
counts coming into the detector element (for our detector, MCA bins 0-2047).

Now, we assume that the efficiency h of the detector drops off exponentially with

count rate:
h =exp(-t C*) (D
C** =hC® )
C* =hC¥ ©)

where C* isthe actual count rate for all energies and is not measurable, while
C* isthe observed count rate. Similarly, C* and C™are the actual and

observed count rates in the fluorescence channel. The object of the exerciseisto

infer C from C™and C®. Thisisdone by solving (1) and (2) for C* andh
and then substituting into (3) to solvefor C. In order to do this, one needs to

know the deadtime t , which has been empirically measured to be 3.2ns for a
single detector element or 0.46ms for all seven, with the usual 1s peaking timein
the X1A electronics.

The Deadtime Correction tab allows you to specify a scaler which is considered to

obs

represent the total counts C** and one or more which specify C;™. Itadso hasa

control for the deadtime.



10.

11.

Overflows. Thisis somewhat of an anachronism, but might be needed. Old-
fashioned CAMAC scaers are 24 bits deep. If you have afast detector or an
analog signal running into a high-frequency V/F, then it is easy to overflow the
counters, causing very strange-looking spectra. The EXAFS editor offers several
tools for fixing these problems. You can assert that a given scaler has overflowed
agiven number of times and simply add that count to the scaler. This can be done
either over the whole data set or past a point defined by a cursor. You can aso
search for jumps which were caused by an overflow and fix them automatically.
Energy shift. If the monochromator drifts or its energy calibration change
between data files, then you can’t average the files without shifting the abscissa.
In this part of the program, the assumption is made that the energy shift isreally a
shift of the Bragg angle of the monochromator. Y ou tell it the energy the
monochromator thought it was at and where it really was, and the program works
out the angular shift and adds that to al points. This process is analogous to
registering images before stacking them. Another function in this areais what |
cal Regularize. The EXAFS datafiles record the energy read back by the
encoder on the monochromator. If the energy steps are small, the encoder reading
may be anything but regularly tabulated. Sometimes, it can even go backwards a
step. | find that if | assume that the encoder is wrong and the monochromator
actually did go where it was told, then the data tend to look better, suggesting that
it's the encoder, not the monochromator, which isn't yielding the right numbers.
Making this assumption is what the Regularize button does.

Change offsets. This lets you change the amount of offset (dark count rate)



subtracted from each channel.

12.  Change gain. If you're averaging files in which the signal levels are not the same,
the average may come out noisier than it should. There's awriteup (Gain Change
"Gotcha') which explains why thisis. Use the Change Gain button to adjust the
gain of lg by the factor necessary to get the signal levels to match between files.
This operation is needed if the Iy gain changed between scans or if oneis

averaging scans taken at different spots on the sample.

. Themain screen

When you first click on the program, you get a file-open dialog box, which
prompts you to find the file you want to work on. When the fileisread in, it's plotted on
the data graph, which is part of the main screen shown in Figure 1. If it doesn’t show up,
it may simply be off-scale. To bring it back, use the Scal e tools. Two clicks will do it.
The description of what to plot is handled by the Pl ot Speci fi cati on control. Asa
convention, I'll use Cour i er font for names of controls or icons. Thisis a set of
‘LED’s. The top row specifies which scalers are added together to form the numerator
and the bottom row specifies the denominator. The big light at the top specifies whether
to take the log (natural) of the result. The light at the right side of the box tells the system
to forget al the above and just plot the count time. This can be useful for figuring out
how many fileswent into the average. Thus, if you want to plot scaler 1 alone, you turn
on (by clicking on it) the second light from the left in the top row, leaving the others off.

Remember, scaler numbers start at 0, so 1 isthe second one. If you want to plot the log



ratio of scaler Oto scaler 1, turnonthel n( pl ot ) light, the first one in the top row, and
the second one in the bottom row. This plot specification language is the same as is used
in the data-taker. The default plot specification is that which is given in the file header.
Checking the Differentiate? checkbox causes the derivative to be displayed, which is
useful for edge calibrations. The Pl ot Tot al s button causes the scaler values to be
represented by their total counts, not count rates. Thus, if the plot specification is a
guotient, nothing happens because the factor of count time is present in numerator and
denominator. However, if plotting fluorescence alone, then the graph without the Pl ot
Tot al s button pressed will show the count rate and the graph with it pressed will show
the number of counts, which will have ajump wherever the count time changes. The

Pl ot Ti mes button makes the ordinate equal to the count time per point, regardless of
the setting of the Pl ot Speci fi cati on contral.

The two big buttons are the St op and Undo buttons. The former has the obvious
function and is preferred over using the small, stop-sign-shaped icon in the LabVIEW
toolbar. The second undoes the last thing you did. If you hit it again, it redoes whatever
it was.

If you want to read in another file, usethe Read new f i | e button between the
St op and Undo buttons. This action replaces the current data with the contents of the
new file. You can Undo it, as you would any other action. The running average is
preserved. File selection is done using the mechanism common to the other EXAFS-
analysis programs, so the folder from which the last EXAFS data were gotten becomes

the default for this program’s file diaog.



The data file has a header which contains al sorts of information about the data,
such as the energy intervals, the title line, the number of scansin the set, etc. This header
isshown as an array of character strings below the data graph. Figure 1 shows part of
that display, the rest having been cropped off in making the Figure.

The main action controls are in the Command tabs. As shown, only the
G itch/Junprenoval buttonsarevisible. You get at the others by clicking on the
appropriate tabs. It's agraphical version of pulldown menus. The operation of each tab

and the commands it exposes will be described below.

[11.  Averaging

Below the Command tabs are buttons for averaging and displaying the average.
The program maintains a running average data set which starts out empty. When you hit
the Average button for the first time, the file currently loaded is copied to the average.
You don’t see any change, except that the Di spl ay aver age button, which had been
grayed out, is now enabled. When you read in another file and hit the button again, the
running average now represents the sum of the two files. When you hit the Di spl ay
aver age button, the data being displayed is replaced by the running average. You can
undo that with the Undo button. Thus, you can look at along string of datafiles, edit
each one, put them in the average, look at the average as you go along to see how it's

doing, then write out the average file. ThereisalsoaCl ear aver age button which
lets you start afresh. This, too, is covered by Undo protection. Note that all other

functions operate on what’ s displayed, so if you want to save or otherwise manipulate the

average, you need to hit Di spl ay Aver age.



IV.  Glitch/jump removal

Now | will describe the specifics of the glitch/jump removal commands, which
are accessi ble through the three buttons shown on the tab control in Figure 1. Pressing
the@ itch renoval orJunp correct buttonsbrings up ascreen like that in
Figure2. Thed@ itch renoval using reference scalers bringsupa
screen which is similar but has more space for the plot specification control. There are
two reasons for this difference; glitch removal with reference scalersis implemented in a
separate subroutine, and aso this function tends to be used with multi-element detectors
for which there will be many scaler channels.

First, consider glitch removal, as shown in Figure 2. The procedure is:

1 From the main screen, use the graph tools and the plot specification controls to
zoom in on the area of interest.

2. Pushthed i tch renoval button. The screenin Figure 2 pops up with the
graph abscissa limits the same as in the zoomed areas you selected in the main
screen.

3. Move the crosshairs so the inner pair brackets the glitch and the outer regions
cover smoothly-varying data which could plausibly be fit with acubic. Thered
curve will show what will happen to the data in the inner region.

4 If you like what you see, hit the Accept button. If that’s grayed out, there's
something wrong. Perhaps there’s not enough data in the outer region to do afit.
Fix the problem. You can aways hit the Cancel button and escape.

5. Y ou can change the plot specification from within this subsystem and it will not
affect the display when you return to the main screen. Also, the Flatten switch
will remove alinear background from the displayed data, which will not affect the
data returned back to the main screen.

Jump correction works in the same way. In fact, the toggle marked Action

Selection in Figure 2 lets you change modes without having to go back to the main

screen.



For the two functions discussed above, it doesn’t really matter how the plot
specification is set; only the display is affected by that control. However, when using
reference scalers, you have to select which scalers are to be operated on and which are
the reference scalers. Thisis done using the plot specification control. The numerator
scalers are the ones to be operated on and the denominator scalers are the references.
Thus, the program fits a cubic through the curve plotted with the given choice of plot
specification. It isconsidered an error to have any overlap between the sets of reference
and glitched scalers. The routine won't let you Accept the changes without fixing this
problem if it exists. Since there may be many scalers, the index display has been left on
the numerator and denominator parts of the plot specification so you can access parts of

these arrays not visible by defauilt.

V. Deletion and truncation
The tab for deletion and truncation is shown in Figure 3. When you engage this
tab, two cursors appear. Y ou can move them about to select the region you want to
delete. When you' ve decided, you can push one of the two Action buttons, Del et e
==...==)orTruncate (...==...) . Thelittle ASCII graphics are reminders
of what these buttons do, with the dots representing deleted data. The toggle switch

selects the kind of deletion to do, as discussed above. Y ou can delete multiple regions

and then return by hitting the Ret ur n button.

VI.  Filewriting
Thisis pretty self-explanatory. There are three buttons, one for writing a 10.3.2-

style multi-column file, one for writing a 2-column ASCII file based on the current plot



specification, and one for writing afile suitable for HEXAFS, the EXAFS-andysis
program used by the Manceau group. This format is the same as the two-column format
except for the addition of asmall header. If any of these buttonsis pushed, afile dialog

will appear allowing selection of the name of the file to write.

VIl. Background

There are three buttons on this tab. None of them affect the stored data, only how
thedataaredisplayed. TheLi near between cursor poi nts causesapop-up
screen to appear on which there is a copy of the current graph with two cursorsonit. A
red line appears between the two cursors. Y ou can manipulate that line by moving the
cursors, then you can hit either Accept or Cancel . Both buttons return you to the
main screen. After hitting the Accept button, the background line is subtracted from
thedisplayed data. TheFl atten (fit |ine to data) worksthesameway
except that the cursors are locked to the curve and the background line is a least-squares
fit to the data between the cursors. The Undo/ Redo backgr ound button toggles
whether or not to apply the background. The background is lost whenever you read in a

new file or change the plot specification.

VIII. Overflows

Figure 4 shows the overflow correction tab. The top control sets the bit depth of
the counter and is shown set at its default value of 24. The middle control is the one for
automatic removal of jumps caused by overflows. The criterion is that the discontinuity
between any two points should be made as small as possible by adding a multiple of the

appropriate power of two to the counts past the discontinuity. Jumps are only detected



within the limits of the current plotting area. Thus if the bit depth is 24 and two adjacent
points differ by more than 22% counts, amultiple of 2%* is added or subtracted from all
data past the big jump. However, there' s a problem with this algorithm. If the count time
changes alot between one point and the next, the algorithm may add the wrong number

of jumps because it’s the rate that we want to be continuous, not the counts. Until | fix
that bug, that’s where manual controls comein.

Another reason to have a manual override isthat if al points have an overflow,
there’s no way of deducing that fact from the data. All that will show up is that the data
don’'t normalize well. However, if you know that this has happened, you can use the
controls labeled Manual override in Figure 4. Reading across, you can see that this
option adds a given number of overflows to a given scaler channel, either for all points or

for all points past a cursor, which appears if the toggle is in the appropriate position.

IX.  Energy shift

This tab, shown in Figure 5, lets you shift the spectrum back and forth in energy
(actually, mono Bragg angle). You tell it the energy of some point and what that energy
redly is, and it does the rest. You can load the ‘old’ energy either by typing it in or using
acursor. That cursor is enabled with the slide switch and its abscissa value |oaded into
thed d ener gy control by pushingtheLoad from cur sor button. Hitting the Do
i t! button makes the change happen. If you're not careful, you could end up hitting the
button twice, thus making twice the expected shift. If that happens, well, that’ s what

Undo isfor.



As explained above, the Regul ar i ze button replaces the input energy values
with those expected from the scan definition, i.e., the values to which the monochromator
was told to go. This seemsto smooth out XANES data, so probably represents a correct
assumption.

X. Deadtime correction

This tab, shown in Figure 6, allows one to do deadtime correction as explained

above. You pick the total-counts scaler using the digital control and pick the set of

counters to correct using the lights. The deadtime defaults to 0.46ns, the appropriate

value for all 7 elements, considered as one big detector. TheDol t ! button won't be
enabled until you select a set of counters to correct. Be careful not to push this button
twice, thereby attempting to correct what’s already been corrected.

There are times when you want to treat all 7 detector elements separately. In that
case, you have to record total counts and fluorescence-channel counts for each element
and do the deadtime correction separately for each. This operation can get tedious. To

make this easier, there is a mechanism for reading instructions about what to do from a
file. Pushingthelower Dol t ! button causes the program to ask for the name of afile,

with adefault cf g extension, which contains those instructions. A typical file looks like
this:

[ deadt i me]
deadt i me=0. 46
[ correct O]
total =3
correct=2,3
[correct 1]
total =11
correct=4, 11
[correct 2]
total =12



correct=5,12
[ correct 3]
total =13
correct=6,13
[ correct 4]
t otal =14
correct=7, 14
[ correct 5]
t ot al =15
correct=8, 15
[correct 6]
t ot al =16
correct=9, 15
[correct 7]
total =17
correct=10, 17

Thefileisin the typical LabVIEW Config-file format, with sections and keys, like a
Windowsi ni file. The top, [deadtime], section tells the program what the deadtime
should be. The deadtime defaults to 0.46ns if this section is missing. The succeeding
sections each specify one correction operation, equivalent to one push of the upper
Dol t! button. In each section, there is a key which specifies which scaler holds the total
counts, and another key specifying which scalers are to be corrected. For instance, the
[ correct 5] section saysthat scaler 15 isthe total counts, which isto be used to
correct both scaler 8 (the fluorescence channel) and 15 (the total channel itself). The
numbers assigned to the sections are there only to mark them as distinct, since the
LabVIEW Config-file routines don't know what to do with sections or keys having
identical names.
Xl.  Sum scalersinto scaler

Suppose you are using a multi-element detector and want to drop out the signals
from some detector elements. One example of thiswould be if one of the detectors has a

problem for that spectrum. Now, if you want to average such spectra, it would be



convenient to have a channel which represents the sum of all the ‘good’ elements. This
tab allows you to sum a set of scalers and put the sum into another scaler channel. The
recipient scaler must exist. As with the Deadtime Correction tab, you specify a set of
scalers to operate on, in this case the ones to be summed, and an individual scaler, in this
case the one which receives the sum. You then hit the Dol t ! button. Figure 7 shows
this tab.
XIl.  Change Offset

Thistab is for when you realize that you didn’'t do a dark count and later

want to add in an offset. Figure 8 showsthetab. Fill in the amounts (rates) to add to the

offsets for each scaler in the array to the left, then hit the Dol t ! button.

XIIl. Change Gain
This tab is for when you changed the 1o gain or moved to a different part of the
sample, and want to average the new data witholder scans. If the new file has

fluorescence/lp level twice that of the old, set the gain factor to 2 and the scaler to adjust

to that representing lo (probably 0) and hit Dol t ! .

XIV. Noise Analysis
Thisis a static version of the Measur enent Panel inthe EXAFS data-taking
program. To do this analysis, zoom on the end of the data, where the real EXAFS s

weak, and go to the Noi se Anal ysi s tab. Two cursors pop up which define the
region over which the data will be analyzed. A small graph window shows the results of

fitting the data between the crosshairs by a polynomial of order you select. The variance



of the residual is computed and converted into an effective number of counts. Asa
function of polynomial order, the effective counts will first increase and then start to level
off and oscillate. At this point, you have fit the EXAFS and are now fitting only noise.
This is where to take the reading. For transmission data and data for which thereisa
significant pre-edge, do a crude pre-edge background subtraction with the Backgr ound
buttons before doing this noise analysis, since you want to base the signal levels on the
pre-edge subtracted data. This procedure lets you see how good the data redly is, for
instance whether the 5x10° counts you got in fluorescence are really worth 5x10° counts.
Thisis aso good for looking at transmission or Lytle-detector data for which there is no

actual count rate available. See Figure 9 for an example.
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Figure 1. The main screen. Thisisthe entry point. Items shown in Arial are labels for
this Figure and not part of the actual screen. Thereisnow a Plot Totals button
next to the Plot Times button (not shown in this outdated Figure).
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Figure5. Theenergy-shift tab. TheLoad from cur sor buttonisgrayed out
because the Cur sor On? switch isOff. TheBack-refl ecti on energy is
set at its default value which is appropriate for S(111).
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Figure 6. The deadtime-correction tab. The Deadt i me indicator is pre-loaded with the
appropriate time for the whole 7 elements considered as 1. The fluorescence
channel is 2 and the total-counts channel is 3. Pushing the upper Do |t !
button will cause the correction to be applied. Pushingthelower Do 1t! button
will cause instructions about deadtime correction to be read fromafile.
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Figure 8. The change-offset tab. Fill in the amounts to add to each scaler’s offset, then
hitthe Dol t ! button.
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Figure 9. The Noise-analysis tab (top) and the data-display window, normally to the right
(bottom). The data between the two cursorsin the bottom graph are being fit to a
polynomial of order 9. Since there are 59 data points in the selection, the fit has 50
degrees of freedom left, on which basis the effective counts per point of 3.75x10° is
calculated. For comparison, this data had 4-5x10° real fluorescence counts per point in

this region, showing that there is some loss of signal quality beyond shot noise.




